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The complete asymptotic expansion is derived for the degree of approximation of
Lipschitz functions by Hermite-Fejer interpolation polynomials based on the zeros
of the Chebyshev polynomials of the first kind. © 1985 Academic Press. Inc.

1. INTRODUCTION

Let f be a real-valued function on [-1, 1] and, for k = 1, 2, 3,..., n,
denote by

(2k -l)n
Xk:= cos 2n

the zeros of the Chebyshev polynomial of the first kind

(1.1 )

where - 1~ x := cos e~ 1. (1.2)

Then there exists a unique polynomial H 2n _ 1(f; X) of degree not exceeding
2n - 1 such that

and

for k = I, 2, 3,..., n

for k = 1, 2, 3,..., n.

(1.3)

(1.4 )

H 2n - 1(f; x) is called the Hermite-Fejer interpolation polynomial
associated with f and based on the zeros of Tn(x). These polynomials were
employed by Fejer [3] in 1916 in presenting a new proof of the Weierstrass
approximation theorem.

325

640/44/4·3

0021-9045/85 $3.00
Copyright © 1985 by Academic Prcss, Inc.

All rights of reproduction in any form reserved.



326 s. J. GOODENOUGH

THEOREM (L. Fejer). Iff E Cfl[ -1, 1J, then

lim IIH2n - t(f) - fll 00 = 0,

where 11'1100 denotes the uniform norm on Cfl[ -1,1].

In 1950, the first estimate of the rate of convergence of Hermite-Fejer
interpolation polynomials was provided by Popoviciu [8]. This estimate
was framed in terms of the modulus of continuity of f, which is defined as
follows.

w(f; <5) := sup{ If(x) - f( y)l: x, y E [ -1, 1J, Ix - y I~ <5}

for all <5 ~ O.

THEOREM 2 (T. Popoviciu). IffECfl[-I, IJ, then,for n=1,2, 3,...,

IIH2n - df) - fll 00 ~ 2W(f; 1/~).

This result was improved by Moldovan [7J (1954) and later, from a dif
ferent point of view, by Shisha and Mond [10J (1965).

THEOREM 3 (E. Moldovan, O. Shisha, and B. Mond). Iff E Cfl[ -1, 1J,
then, for n = 4, 5, 6,... ,

where C t is an absolute positive constant.

The next major improvement in estimating IIH2n - 1(f) - fll 00 came from
Bojanic [I J in 1969. To understand his result, we shall need the following:

DEFINITION. Let Q( <5) be an increasing, subadditive, continuous
function defined on IR+ with Q(O)=O and let M>O. Then we define

CflM(Q) := U E Cfl[ -1, 1]: w(f; <5) ~ MQ(t5) for all t5 ~ O}.

THEOREM 4 (R. Bojanic). There exist positive constants C2 and C3 such
that for n =2, 3, 4,...,

The aim of this paper is to estimate the quantity
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where f E Lip 1 means that
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If(x)- f(y)1 ~ Ix- yl for all x, y in [ - 1, 1].

Indeed, we shall call L1 n the degree of approximation of continuous real
valued functions of class Lip 1 by Hermite-Fejer interpolation polynomials
and we shall obtain the complete asymptotic expansion for L1n-

Note that when Q(£5) := £5, Bojanic's theorem gives the order of the first
term of the complete asymptotic expansion for L1 n as log nln. This is in
agreement with the first term of our asymptotic expansion for L1 n , which
appears below.

THEOREM 5.

2 log n 2 [ 8 ] 1 00 At
L1 n",--+- log-+y -+4 " --n n n n n ~ n2k + I

k~l

where

as n = 2m -> CIJ,

*_ (-1 )k-l(22k - 1 _1)2 B~k (n)2k-l _
A k - 2k(2k)! 2' for k - 1, 2, 3,...,

Y is Euler's constant and B2k for k = 1, 2, 3,..., represent Bernoulli numbers.

2. TECHNICAL PRELIMINARIES

We first recall that the formula for H2n _ 1(f; X) is given by

n

H2n - 1(f; x) = L f(xd hk(x),
k=l

where

and

(2.1 )

(2.2)

(2k -1)n
Xk = xLn) = cos -'---~-'--

2n
for k = 1, 2, 3,..., n.
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From (1.3), (1.4) and the uniqueness of H2n - I (f; x), we have

n

H2n _ I(I;x)= L hk(x)=1.
k ~ 1

For -1~x~l,define

L1 n(X):= sup{IH2n _ 1(!;X)- f(x)l:fELip I}

and

(2.3 )

r/J)t):= Ix-tl for all t E [ - I, 1].

Now, on the one hand, r/Jx E Lip 1 and hence

n

L1n(x)~IH2/l_I(r/Jx;x)-r/JAx)l= L Ix-xklhk(x).
k~1

On the other hand, for any f E Lip 1, we have by (2.1) and (2.3),

/l
~ L IX-Xklhk(x).
k~l

It follows that

"
L1,,(x)= L IX-Xkl hk(x).

k~1

(2.4 )

For notational convenience, we now put Xo := 1 and X n + I : = - I. Then
some fundamental properties of the function L1,,(x) are provided by:

THEOREM 6 (T. Mills). L1 n(x) is a piecewise polynomial on [-1, 1].
More precisely, the restriction of L1/l(X) to [xj +l> xJ is a polynomial of
degree 2n for) = 1, 2, ..., n -1, whilst the restriction of L1 n(x) to [-1, xnJ
(resp. [XI' IJ) is a polynomial of degree 2n -I. Furthermore, L1 n(x) has one
and only one local maximum in [xj +1 , Xj ], for )=0,1,2,..., n.

Proof Now L1Ax) = Lk~ 1 Ix-xkl hk(x) for all XE [-I, IJ, where

1 (Tn(X))2hk(x):= 2 (l-xxd --
n x-xk

22n- 2

=-2- (1 - xxd(x -xd2... (x-xk_If(x- Xk+ If··· (X-Xn )2
n
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is a polynomial of degree 2n - 1. Suppose x E [x j + J ,xJ, where j E

{I, 2,..., n - I}. Then A,,(x) == L:{= 1 (Xk - x) hk(x) +Lk=j+ I (x - Xk) hk(x) is
a polynomial of degree not exceeding 2n. We now show that the coefficient
of x2n-eall it a2,,-is nonzero.

22"-2 j 22"-2 n

a2,,=-- "\ Xk--- "\ Xkn2 L. n2 L.
k=1 k=j+1

(2.5)

and so the restriction of Lln(:x:) to [x j + I, xJ is a polynomial of degree 2n. If
x E [ -1, x n ], then

"
A,,(x)= L (xk-x)hk(x)

k=1

n

= L xkhk(x)-x
k=1

is a polynomial of degree 211 - 1.

Similarly, if XE [XI' 1], we can show that Ll,,(x) is a polynomial of degree
2n-1. We now show that d,,(X) has one and only one local maximum in
[xl' + I ' xJ, for )=0,1,..., n.

First, suppose }E{l,2,...,n-l}. Put LI"jx):= LLdxk-x)hk(x)+
LZ = l' + 1 (x - Xk) hk(x) for all x E IR. Then LI".j(x) is the polynomial of degree
2n which agrees with LI,,(x) on [xj + I' xJ. We now establish that LI,,)x)
has 2n zeros. Observe that

j i

Ll~)x):=: I (xk-x)hk(x)- I hk(x)
k= 1 k= I

n "

+ L (x-xdhk(x)+ L hk(x).
k=i+J k=J+l

But hk(x,) = ()ki and hk(x,) =0 (see, e.g., Rivlin [9, p. 24]), so it follows that

A"jxJ =0 for i= 1, 2,... , n

and
LI~jXi) = -1 for i~j

=1 for i> j.

In this case, LI,,/x) must also vanish in (x",x,,_d, (x"_J,Xn~2)'"''

(Xj+2' xl' + d, (xl" Xj_ d,···, (Xl' xd as well as at XI' X 2 , ..·, X n • In other words,
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,1n.iX) has at least 2n-2 zeros. We now show that ,1n)x) has a zero in
( - 00, x n ) and a zero in (Xl' 00). Given j E { 1, 2,..., n - 1}, it follows from
(2.5) that the coefficient of x 2n is positive. Hence

lim ,1nIx-) = 00.
x ---+ ±x

(2.6 )

But ,1~)xn)= 1, ,1~)XI)= -1 and ,1n)x) is a polynomial, so it follows
from (2.6) that ,1n/x) must have a zero in (- 00, x n) and another in
(x l' (0). We deduce that for j = 1,2,..., n - 1, ,1n)x) has 2n zeros.

By Rolle's theorem, ,1~)x) has 2n-l zeros. Now if ,1n)x) has 2 local
maxima in [xj+l,xJ, then ,1~)x) would have 3, rather than 1, zero(s) in
[xj+I' Xj], which means that ,1~)x) would have 2n + 1 zeros. But this con
tradicts the fact that ,1~jx) is a polynomial of degree 2n - 1. Thus for
j E {1, 2, ..., n - 1}, ,1n)x) has one and only one local maximum in
[x j+I' xjJ For j = 0 we see that

n 11

,1n.o(x):= L (x-xdhk(x)=x- L Xkhk(X)
k~ I k~ I

is a polynomial of degree 2n - 1. (2.7)

Also ,1n,o(xJ = 0 for i = 1, 2, 3, ... , n and ,1~,o(xJ= 1 for i = 1, 2, 3, ..., n. But
this means that ,1n,o(x) has at least 2n -1 zeros. From (2.7) and Rolle's
theorem, we deduce that ,1n,o(x) is monotonically increasing in [x I> 1] and
so max {,1 n(x): x 1 ~ X~ 1} = ,1 n( 1). The case j = n may be treated similarly.
This concludes the proof of Theorem 6.

Now that we have obtained an explicit formulation for LlAx) (see (2.4)
for details), we shall need to determine the point(s) at which AAx) attains
its maximum value. For even values of n, the answer to this problem is
provided by the following theorem.

THEOREM 7. For n = 2, 4, 6, ... ,

for all x E [ - 1, 1J

from (2.4)

The proof of this theorem is both difficult and somewhat delicate. Accor
dingly, we shall provide an outline of the proof later in this article.

Assuming the validity of Theorem 7, we see that for even values of n,

,1 n := sup{,1n(x): -1~x~l}

= max t~1 IX-Xkl hdx): -1 ~x~ I}

where n= 2m. (2.8)
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Formula (2.8) is of fundamental importance in enabling us to obtain the
complete asymptotic expansion for L1 n'

Furthermore, we shall need the following results in the proof of
Theorem 5.

LEMMA 1.
00

L (( -1 )p- 1(22p - 1 - 1) B2P/p(2p)! )(n/2)2p
-I = (2/n) log(4/n) - (n/24).

p=2

Proof From [4, p. 35], we have

00 (-1V- 12(2 2p - 1- 1)B2cosec e = L pe2p - 1
p ~ 0 (2p)! '

valid for e2< n2, where Bo= 1, B2=~, B4 = 3d ,..., represent Bernoulli num
bers. That is, cosec 0= (I/O) + (e/6) + L;~2(( -1 )P- 12(2 2p - 1 -1)B2p/
(2p)!) e2p - I. Integrating both sides of the above equation with respect to e,
we have

(
0) 02

00 ( I)P-I(2 2P - 1 I)B
log 2 tan - = log e+- + e L - - 2p e2p - I.

2 12 p~2 p(2p)!

But then

00 (-IV-
1
(2

2P
-

1
-1) B2p 02p-1 =~ log (tan e/2) _!!-..

p~2 p(2p )! e e/2 12

In particular, when 0 = n/2 we have

00 (-IV-I(22P-I-I)B2P(~)2P-1=~logi_~

P~2 p(2p)! 2 n n 24

and the lemma is proved.

Now put AU): = (-1 )j2(22j + 1 - 1) B2j +2/(2j + 2)! for j = -1,0, 1,...,
and P';:= m!/(m-r)!. Whilst Lemma 2 will seem somewhat obscure at
this stage, it is nevertheless vitally important in the proof of Theorem 5.

LEMMA 2. For k = 1, 2, 3,...,

00 (2j +l) . (n)4+
1

2 (n)2k-1
j~k 2k-l A(j) 2" =~- 2" A(k-l).
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Proof By induction, we can show that

d2k - 1 (2k-1)!A(-1)
de2k - 1 (cosec e) + e2k - (2k -l)! A(k - I)

00

= L P~~\ A(j) ()2j--2k+2

j=k

for k= I, 2, 3,....

Now multiply both sides by ()2k- 1/(2k_l)!. We have

()2k-1 d2k - 1 A(-l)
(2k _ I)! d()2k - 1 (cosec ()) +-e- - ()2k-l A(k - 1)

x (2· I)= L J + A(j) ()2i+ 1.
j~k 2k-1

Replacing () by nl2 in the above equation, we have

x (2i +l) (n)2i+1 2 (n)2k--lL AU) - =-- - A(k-1)
i=k 2k-l 2 n 2

and the lemma is proved.

We now have the necessary machinery for the proof of Theorem 5.

3. PROOF OF THEOREM 5

From (2.8) we have

L1 n := sup{IIH2n _ I (f)- fllx:fELip I}

for n = 2m even

where x = cos ()

00

= Uo + U I + L Up.
p=2

(3.1 )
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We now evaluate Vo and VI' First,

where "I = 0.5772... is Euler's constant. Thus

by [4, p. 3J,

333

4 [1 1 "I ~ B 2k 2k I 1 ]Vo~- -logn+-Iog2+-+ ~ -(2 ~ -1)'-
1tn 2 2 2 k ~ I 2k n2k

~~logn +~log2 + 2"1 +~ f B2k(22k-I_1)._1_ (3.2)
1t n 1t n 1tn 1t k = I 2k n2k + I

Second,
4B2 1t 1 m

VI =-, '-') I (2j-1)
2. 2 n i= 1

1t 4m 2

=24'7

(3.3 )

In order to evaluate Vp for p = 2,3,4, ..., we shall first need to consider
Lj~d2j-1)2P-I.Now

m

I (2j-1)2 P -1

j~1

22p - 1 p- I 1(2 -1)=-- m 2p - L - P 22(p-r)(22r~ 1_1) B m 2(p-r)
2p _ I 2r 2r - 1 2r

r- b [4 2J
n2p

P- 1 1(2 -1) Y,po
=-- L - P (2 2r - I _1)B n2p - 2r.

4p r = 1 2r 2r - 1 2r

It follows that
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=~ (-1 )P-l(22p - 1 -1) B2p (~)2P- 1

n p(2p)! 2

_ (-1 y- 14(2 2p - 1 -1) B2p (~)2P--l

(2p)! 2

P-
1

l(2P-l) 1
x r~12r 2r-l (22r-I_1)B2r'n2r+l

"'~ [~ log ~ - ~J
n 7l: 7l: 24

-4 f (-1 )k(22k +1 -1) B2k +2(~)2k+ 1

k=l (2k+2)! 2

[ ~ 1(2k + 1) 2j - 1 1 ]
x L, f 2' _ 1 (2 - 1) B2j ' 2j + 1

j= 1 'J J n

'" ~ [~ log ~ - ~J
n 7l: 7l: 24

w (22k-1_1)B
-4 I. 2k

k=l 2k

X[ co (-lh2j+l-l)B2j+2(2j+1)(~)2j+1J_l_
j~k (2j+2)! 2k-1 2 n2k +1
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- ! [~ log ~ - 2J
n n n 24

00 (22k-1_1)B
-4 L 2k

k= 1 2k

x [!_ (_1)k-l(2
2k

- 1 -1) B2k (~)2k-lJ_I_
n (2k)! 2 n2k + 1

2 4 n 4 00 (2 2k
- 1 - 1) B2k 1

--log----- L '--
nn n 24n n k = 1 2k n2k + 1

00 (_I)k-l(22k - I _1)2 B~k (~)2k-l ._1_
+4 k~l 2k(2k)! 2 n2k + I'

From (3.1), (3.2), (3.3), and (3.4) we deduce that

00

Lfn=UO+U1 + L Up
p=2
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by Lemma 2

(3.4 )

where

for k = 1, 2, 3'00'

This completes the proof of Theorem 5.

Remark. It would be beneficial at this stage to examine the size of the
coefficients appearing in the asymptotic expansion given by (3.5). Accor
dingly, if we put
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for k = 1,2,3, ...,

then (3.5) can be expressed in the form

as n =2m -+ 00.

Approximate values for some of the coefficients A k are listed in Table I.
In view of the size of the coefficients A k , I n can be most conveniently

expressed in the form

2 log n 2 [ 8 JI A 1 A 2I n =---+- log-+y -+-+-+an ,
n n n n n n3 n5

where 0 < an < O.0048jn 7.

4. AN ApPROACH TO THE PROOF OF THEOREM 7

It remains to prove Theorem 7. Accordingly, let n be any fixed but
arbitrary even natural number. Put

for 0 ~ 0~ 71:, where x = cos O. (4.1)

Then we need to show that D(O) ~ D(nj2) for 0 ~ 0 ~ 71:. Our approach to
this problem is as follows: given j E { I, 2, 3, ..., m}, we shall define

-71: 1t
for -~O~-.

2n 2n
(4.2)

TABLE I

o 0.9625
I 0.0436
2 -0.0088
3 0.0048
4 -0.0052
5 0.0096
6 -0.0268
7 0.1061
8 -0.5644
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= R~(O) := D(O)

-n;
for -~O<O

2n

n;
for O~O~-.

2n

(4.3 )

(4.4 )

Then, to show that D(0) ~ D(n/2) for 0 ~ 0 ~ n, it suffices to establish that

(i) Rj(O) < Rm(o) for j =0, 1,2,..., m - 1 and -n/2n < 0 < n/2n and

(ii) Rm(O) ~ Rm(O) for -n/2n ~ 0 ~ n/2n.

Our first task will be to obtain a suitable formula for D(O). Accordingly,
let n = 2m. From (4.1) and (2.4) we have

0)
COS2 nO ~ (1 - cos 0 cos 0d

D( =--2- 1..
n k = 1 Icos 0 - cos 0k I

= cos
2

nO ~ E(O 0 )
2 1.. ' k, say.

n k= 1

Case A. Om<O<Om+l' For kE{1,2,3, ... ,m}, we combine E(O,Ok)
with E(O, 0n+l-k) to produce the formula

D(O) = 2 sin
2
0 cos

2
nO ~ cos Ok .

n2 1.. cos20 -cos20
k~1 k

Then

D(O) = sinO cos
2

nO m .( sin 0 + sin 0 )
n2 k~l cosOk-cosO COSOk+COSO

sinOcos
2

nO ~ (O+Ok O-Ok O+Ok O-Ok)
2

2 1.. cot-
2
-+cot-

2
-+tan--+tan--.

n k~l 2 2

But cot A + tan A = 2 cosec 2A, so we deduce that

sinO cos2nO m
D(O) = 2 L [cosec(O + Ok) + cosec(O - Ok)]. (4.5)

n k= 1

Case B. OJ < 0 < OJ+ 1 for any j E {I, 2, 3'00" m - I}.

sinO cos 2 nO j
D(O) = 2 L [cosec(O + 0d + cosec(O - 0dJ

n k~ 1

cosO cos2nO m
+ 2 L tanOk[cot(Ok + 0) + COt(Ok - 0)]. (4.6)

n k~j+ 1
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Case D. e = ek for any k E {I, 2, 3,..., m}.

D(ed=O.

Case E. em + ! < e ~ n.

D(e) = D(n - e).

(4.8)

(4.9)

Thus a convenient formula for D(e) is given by (4.5)--(4.9).
For notational convenience, now put eo: = 0 and en + 1 : = n. The follow

ing result is fundamental for our proof of Theorem 7.

THEOREM 8. D(e) is a piecewise trigonometric polynomial on [0, n].
More precisely, D(e) is a trigonometric polynomial on [ej' e j + ,] for
j=O, 1,2,..., n. Furthermore, D(e) has one and only one local maximum in
[ej' ej + 1J for j = 0, 1,2,..., n.

The proof of this theorem follows immediately from Theorem 6.

COROLLARY. The restriction of D(e) to [em, em+ IJ attains its maximum
value at e = n12.

Proof Denote by Dm(O) the restriction of D(e) to [em' em+ I]. From
(4.5) and (4.8) we have

for em < e < em + 1

=0 for o=em, em+!.

Since Dm(e);;:: 0, Dm((J) is symmetric about e = nl2 and Dm(e) has one and
only one maximum, it follows that this maximum is located at e = n12.

From (4.2), (4.3), (4.5)--(4.9) we can obtain suitable formulae for the
functions Rj(e), for j = 0, 1,2,..., n. As the calculations are somewhat
lengthy and quite detailed, we shall merely state the resulting formulae.

Accordingly, put Y/ = njln and consider - nl2n < e < nl2n.
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If 1~j<m/2,

. 0 sin(0+yJ cos
2

nO ij. (0 0)
RJ( ) = 2 1.J cosec + k

n k=l

cos(O + yJ cos
2

nfJ m~j fJ [(0 fJ)+ 2 1.J tan k cot k-j-
n k~j+ 1

+ cot(fJk+j+fJ)]

cos(fJ + yJ cos2 nfJ m
+ 2 L tan Ok [cot(fJk_j - fJ)

n k=m-j+ 1

339

- cot(fJn+ 1_k_j -(})]. (4.11)

Now suppose m is even and j = m/2. Then Yj = rr./4 and

. sin( fJ + n/4) cos2
nfJ ij. (fJ fJ)

RJ(fJ) = 2 1.J cosec + k

n k=l

cos( fJ + n/4) cos 2 n(} ~ () [«() fJ)+ 2 1.J tan k cot k - j -

n k=j+ 1

- cot(fJn+ l _ k _j -(})]. (4.12)

If m/2<J~m-1,

sin( () +Y) cos
2

nfJ ~ «() (})
2 1.J cosec + k

n k=l

sin«(}+Yj)cos2nfJ m
+ 2 L cosec«(}k - (})

n k=n+1-2j

cos(fJ + y) COS
2

n(} ~ () [«() (})+ 2 1.J tan k cot k - j -

n k~j+ 1

- cot«(}n+l_k_j-fJ)]. (4.13)

cos 0 cos 2 nO m
Rm «(}) = 2 L [cosec«(} + fJd + cosec(fJk- (})]. (4.14)

n k= 1

Also Rj(-n/2n) =Rj(n/2n) =0 for j=O, 1, 2,..., m. (4.15)

The above formulae provide the cornerstone for the proof of Theorem 7.

5. THE PROOF OF THEOREM 7

It will suffice to show that, for any 0 E ( - n/2n, n/2n),

Rm(O) > Rj(fJ) for J=0,1,2, ... ,m-1.
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Now from the definition of Rm(o) and the corollary to Theorem 8, we see
that Rm(O) attains its maximum value at 0 = O. The proof will then be com
pleted once we have made the trivial observation that Rm(O) = D(nI2).

In view of (4.10)-(4.13), it is clear that there are four separate cases to
consider. Since these are somewhat repetitious, we shall consider one of
them. Specifically, given ml2 < j ~ m - 1 and - nl2n < 0 < nl2n, we shall
show that

Rm(O) - Rj(O) > O.

Now from (4.13) and (4.14) we have

cosec(8k - 8)
m

L

Rm(lJ) - Rj(O)

[cosO-sin(0+y;)]cos
2
nO;;' (0 0)= 2 1... cosec + k

n k~ 1

[cos 0 - sin(O + Yi)] cos 2 nO
+ 0w

cos 8 cos 2 nO n 2/
+ 2 L cosec(Ok - OJ

n k~1

cos(O + yJ cos 2 nO m
- 2 L tanOk [cot(Ok_j-O)-cot(On+l_k_j-O)]

n k ~j+ I

[cosO-cos(Ym_i-O)]cos 2nO ;;,
= 2 1... cosec(8+0d

n k~ I

[cosO-cos(Ym_i-O)]Cos2nO m
+ 2 L cosec( 8k - 0)

n k~n+l-~

k ~i+ 1

cos 0 cos 2 nO m

+ 2 Ln
[cosec(Ok / - 0) + cosec(On + J __ k _j - 0)]

cos(O + yJ cos 2 nO m
- 2 L tanOk [cot(Ok_j-O)-cot(On+l_k_j-O)]

n k ~j+ J

= (2 sin em ~/)n - 0) sin (m ~j)n cos2 nOIn2) k~l cosec(O + Ok)

+ (2 sin em ~j)n - 0) sin (m ~j)n cos 2 nOIn2) k= n~I_ 2j cosec(Ok - 8)

cos 0 cos 2 nO ;;,
+ 2 1... [cosec(Ok_ j- 0) + cosec(On+ l-k-j- 0)]

n k=j+ 1

cos(8+ y)cos 2 nO m
- 2 L tanOk [cot(Ok_j-O)-cot(On+l_k_j- On

n k ~j+ J

(5.1 )
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Now the first two terms of (5.1) are strictly positive. Thus, to show that
Rm(0) - Rj(0) > 0, it will suffice to show that for k = j + 1, j +2,..., m,

cos 8[cosec(8k~j - 8) + cosec(On +1-k-j - 0)]

> cos(8 +Yj) tan 8k [cot(8k_j - 0) - cot(8n +I-k-j- On (5.2)

Now

cos 8[cosec(8k _ j - 8) + cosec(8n+1 -k _j - 8)J

cos 8[sin(8k -J - 8) + sin(8n+1-k -J - 8)J

sin(Ok _j - 8) sin(On +1~k~j - 8)

_ 2 cos 8 sin(Ym ~ j - 0) cos 8m + 1 ~ k

- sin(Ok_j - 8) sin(On+ 1_ k-j - 0)

2 cos 0 cos(O +Yj) sin Ok

sin(8 k _j - 8) sin(8n +1~ k ~ j - 8)'

On the other hand,

cos(8 + Yj) tan Ok [Cot(Ok_j- 8) -cot(On+ l-k-j- O)J

cos(8 +Yj) sin Ok

cos 8k

(5.3)

[
Sin(On+ I-k-j - 8)COS(Ok_ j - 8) - cos(On+ I-k-j - 8)sin(Ok_j - 8)]

x sin(8k~ j - 8) sin(8n+1- k~j - 8)

cos(8 +Yj) sin ek sin 20m +1 - k

cos 8k sin(8k~j- 8) sin(8n+I-k-j- 0)

2 sin Ok COS(0 +Yj) sin Ok
(5.4)

Comparing (5.3) with (5.4), we see that since cos 8> sin 8k> so (5.2) is
valid. We deduce that Rm(O) > Rj(O) for ml2 <j~ m-1. The other three
cases may be treated in a similar fashion. This completes the proof of
Theorem 7.

Remark. A more satisfactory result would be to establish that
Rj+ 1(8) > Rj(8) for j E {O, 1,2,..., m -l} and -nl2n < 8 < nl2n.

This would imply that the local maxima (of D(O)), which for
j = 1, 2, 3,..., m - 1 are located to the right of the midpoint of [OJ' OJ +1J are
monotonically increasing as we proceed from either of the endpoints of
[0, n] to the centre of the interval. Contrast this phenomenon with the

640/44/4·4
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behaviour of the trigonometric Lebesgue function, whose local maxima are
monotonically decreasing as we proceed from either of the endpoints of
[0, nJ to the centre of the interval: see Luttmann and Rivlin [6J, Brutman
[2J, and Giinttner [5].

Indeed, Brutman's approach to the maximum problem for the
trigonometric Lebesgue function provided us with a valuable clue as to
how to prove Theorem 7, whereas Giinttner's ideas have been helpful in
establishing Lemma I.
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